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ABSTRACT
Ever increasing main memory sizes and the advent of multi-
core parallel processing have fostered the development of
in-core databases. Even the transactional data of large en-
terprises can be retained in-memory on a single server. Mod-
ern in-core databases like our HyPer system achieve best-of-
breed OLTP throughput that is su�cient for the lion’s share
of applications. Remaining server resources are used for
OLAP query processing on the latest transactional data, i.e.,
real-time business analytics. While OLTP performance of a
single server is su�cient, an increasing demand for OLAP
throughput can only be satisfied economically by a scale-out.

In this work we present ScyPer, a Scale-out of our HyPer
main memory database system that horizontally scales out
on shared-nothing hardware. With ScyPer we aim at (i)
sustaining the superior OLTP throughput of a single HyPer
server, and (ii) providing elastic OLAP throughput by pro-
visioning additional servers on-demand, e.g., in the Cloud.

1. INTRODUCTION
Declining DRAM prices have lead to ever increasing main

memory sizes. Together with the advent of multi-core par-
allel processing, these two trends have fostered the devel-
opment of in-core database systems, i.e., systems that store
and process data solely in main memory. On the high end,
Oracle recently announced the SPARC M5-32 [6] with up to
32 CPUs and 32TB of main memory in a single machine.
While the M5-32 certainly has a high price tag, servers with
1TB of main memory are already retailing for less than
$35,000. On such a server, in-core databases like our HyPer
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Figure 1: Elastic provisioning of secondary HyPer
nodes for scalable OLAP throughput

system [3] process more than 100,000 TPC-C transactions
(TX) per second in a single thread, which is enough for hu-
man generated workloads even during peak hours. A ball-
park estimate of Amazon’s yearly transactional data volume
further reveals that retaining all data in-memory is feasible
even for large enterprises: with a revenue of $60 billion,
an average item price of $15, and about 54B per orderline,
we derive less than 1/4TB for the orderlines—the dominant
repository in a sales application. We thus conjecture that for
the lion’s share of OLTP workloads, a single server su�ces.

Besides OLTP, data management solutions are today also
faced with analytical workloads (OLAP). It is common to
run these analytical queries in a separate data warehouse to
avoid interference with the mission-critical OLTP process-
ing. The data warehouse is updated only periodically (e.g.,
every night), which inevitably leads to the problem of data
staleness. Industry leaders like SAP’s Hasso Plattner [9] ar-
gue that this does not suit today’s business needs and call for
a real time business analytics paradigm, which aims at the
analysis of fresh transactional data. Emerging hybrid main
memory databases like SAP’s HANA or HyPer address this
issue. HyPer achieves best-of-breed OLTP throughput and
OLAP query response times in one system in parallel on the
same database state. Even though available resources—i.e.,
CPU cores that are not used for OLTP—can process OLAP
queries, OLAP throughput is still limited.

In this work we present ScyPer, a Scaled-out version of
our HyPer main memory database system that horizontally
scales out on shared-nothing hardware, e.g., in the Cloud.
With ScyPer we aim at (i) sustaining the superior OLTP
throughput of a single HyPer server, and (ii) providing elas-
tic OLAP throughput by provisioning additional servers on-
demand. Fig. 1 gives an overview of its architecture.


